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Learning and seq2seq



Project Drivers

DRIVERS

Full-stack deep learning project implementation

Word by word Italian lipreading

Use of Transfer Learning which works with a smaller dataset



Baseline

When labelling 300 random videos, word error rate (WER) 

of 47.7%.

Hearing impaired people

LipNet exhibits a WER of 11.4% when performing on 

unseen speakers.

LipNet

According to the literature, the accuracy of human lip 

readers is around 20% - WER of 80%.

Literature



Process Overview

Data

acquisition

Speakers record themselves 

pronouncing words in front 

of a camera.

Data

transformation

Recorded frames and 

captions are formatted to be 

processed.

Frame 

precomputing

Caption

precomputing

Frames are fed through 

VGG16 for embedding.

Captions are indexed and 

vocabulary is generated.

TRAINING TESTING

Use of seq2seq encoder-

decoder framework without 

attention



Data Collection



Speaker

Recording starts right before the speaker opens his/her 

mouth and stops immediately after their lips reach the rest 

position after the word.

Speech recording

The speaker faces the camera directly straight and aligns 

their mouth with the recording area.

Speaker position



Data Transformation

Captions are formatted as sentences of single letter words.

Captions are indexed to be fed to the pipeline.

Caption cleaning

Recordings from more speakers are integrated in a single

dataset containing all spoken words.

Captions are also integrated into one single caption file.

Integration



Frame Precomputing

UPSCALED

FRAME
VGG16

FEATURE 

VECTOR

Recorded frame upscaled to 

224x224 to be fed to VGG16

VGG16 model pretrained on 

ImageNet.

Encoded frame in feature 

space.

RECORDED 

FRAME

Original recorded frame 

(100x100)

BICUBIC

UPSCALE



Caption Precomputing

Cleaned 

captions

Vocabulary

Embedded 

captions

Filtering is skipped as there is 

no notion of quality of a 

caption for single words.

Filtering
Formatted 

captions

All words (letters) contained 

in the captions in the 

dataset.

Matrix containing captions as 

pointers to vocabulary, 

padded to maximum 

sequence length.



Letters do not carry 

meaning; hence they 

are all orthogonal to 

each other.

Keeping an embedding 

matrix allows to leave 

the pipeline unchanged

Caption Precomputing

Cleaned 

captions

Vocabulary

Formatted 

captions

GloVe Word 

Embedding

Learned embedding for 

English words.

Orthogonal embedding

One-Hot 

orthogonal 

embedding

Hand coded feature matrix.



Training

GPU Training for main model on 1 GTX 1080

CPU for dataset acquisition and processing Ryzen 7 2700x

Hardware

100 epochs using sparse categorical cross entropy as loss

Parameters



Model Overview



Model Overview



Model Overview

Encoding

Decoding



Model Overview

Encoding

Decoding



Dataset Considerations

DICTIONARY 

SIZE

SPEAKER 

COUNT

ANGLE AND 

LIGHT 

CONDITIONS

The dictionary is 

relatively small, this can 

impede generalization 

on unseen words. 

A dataset with multiple 

speakers largely 

increases the variance, 

hence we chose to 

discard the data and 

keep only one speaker.

The dataset has been 

obtained in a 

controlled set, reducing 

the need for 

generalization on 

environment aspects. 

DOMAIN 

ADAPTATION

The dataset was 

acquired using the 

same camera to have a 

consistent image 

condition on all the 

samples.



Dataset Considerations

TRANSFER LEARNINGSMALL DATASET

Not as many samples 

are required to learn 

the same sequences.

Smaller dataset implies 

smaller training time.

Advantages

Pipeline complexity 

increases as frames 

must be precomputed.

More difficult to label 

unseen data. 

Disadvantages

Transfer Learning compensates for a Small Dataset



Dictionary and Recordings

Selection of 100 words from the 1000 most common 

words in the Italian language.

Words with roughly 3 syllables (6-8 letters long).

Words

Relatively fast speaking at 0.1s/letter

Average of 7 frames per word, with a target framerate of 

10fps.

Pronunciation

All speakers use the same recording device to increase 

consistency throughout all the dataset and decrease the  

need for domain adaptation.

Recording device



Issues

The model works very well in standard conditions; but it is 

very sensitive to changes in settings and speaker. 

Generalization of recording conditions

The model works well only on already seen words. The 

model still generates unseen letter sequences, but these 

almost never make sense.

Generalization of words



Performance and Results

Unseen dataset of 100 samples, one for each word in the 

dictionary, recorded in the same setting as the dataset. 

Validation methods

Ita-Lip correctly predicted 61 of the 100 samples.

Some of the wrongly predicted samples only differ for one 

letter from their target.

Validation results



Samples

Correctly 

predicted

Incorrectly 

predicted

Very similar word 

generated

Another word 

from the dataset 

generated

Meaningless 

sequence 

generated

100

61

39

5 33 1

Performance and Results



Highlights

The model mistakenly produced 

unseen words.

The model classified some words 

as their similar counterpart.

r e g i o n e

s i g n o r a

m a t t i n o

t e a t r o

r i c o r d o

r a g i o n e

s i g n o r e

m o t t i n o

t e r r e n o

e r r o r d o

Performance and Results



Conclusions

Accuracy of 61% on unseen words inside the dictionary.

Better performances compared to humans.

Worse compared to SOTA.

Performances

First approach to lipreading Italian.

Detailed explanation of the adapted, slightly modified 

version of GCNet - C. Caruso

Contributions

Use of Transfer Learning and seq2seq encoder-decoder 

framework without attention.

Methods



Future Work

Need of a bigger dataset and larger dictionary.

Prediction of Words Outside the Dictionary 

Lipreading entails attentive observation of the entire facial 

expression.

Expansion of the Captured Area

Shifting the focus to sentences allows for the use of 

context, leading to the use of attention in seq2seq.

Sentences, not Words



Thank You
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